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Abstract
After more than 75 years of developing Q-Methodology as a method for attitude clustering, still there is a lack of knowledge about the relationship between different variables including the number of statements and participants, total explained variance of study, and finally the number of factors. Different and sometimes inconsistent suggestions have been made on doing Q-methodological research. The aim of this research is to find the relationship between different variables and their influence on the results of Q-study. A numerical method has been developed using the Q Factor Analysis within Matlab programming language to generate 11400 samples by giving different values to the variables. These samples then were analysed by employing linear regression, non-linear regression and neural network methods. The results showed that the average Spearman’s $\rho$ of Q sorts has a significant effect on the results of the analysis particularly on the number of factors. The study also showed that the neural network method algorithm with $R^2$ value of 0.999 has more accurate results in predicting the different variables in comparison with the regression method with $R^2$ value of about 0.73. Then the non-linear multivariate regression equation was obtained from the neural network output. This equation was used to find the average Spearman’s $\rho$ coefficients of 37 Q studies carried out in different fields. The results showed that the level of consensus among participants is strongly negatively correlated with the total number of extracted factors. It was also turned out that the explained variance, number of statements and number of participants are also correlated with the number of factors. Hence, instead of suggesting a fixed number or a range of numbers of participants in the initial stage of the research, we suggest to consider the level of agreement among the potential participants using the materials required to generate the Q-sample.
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1- Introduction: what is Q-Methodology?
Q-methodology is an approach that systematically studies the subjectivity [1, 2]. Developed in the 1930s, this method combines the strengths of both quantitative and qualitative approaches [3]. Q provides researcher with in-depth understanding of the attitudes of a particular sector of society to a subject of interest to them and describes the different opinions, viewpoints, beliefs and attitudes held by different respondents [3, 4]. Unlike the R-Methodology, Q is not a method for correlating between variables; rather it correlates the viewpoints to extract the different segments of subjectivity among stakeholders [5]. In a simple word, Q finds the main attitudes (known as factors) among stakeholders, compares them and explains the differences between the supporters of one attitude with supporters of another attitude. According to Exel and Graaf [6, p.3], “an important notion behind Q methodology is that only a limited number of distinct viewpoints exist on any topic … [and] any well-structured Q sample, containing the wide range of existing opinions on the topic, will reveal these perspectives”.

In order to conduct a Q methodological research, participants of Q (P-set) are presented with a sample of statements (Q-sample or Q-set) about the topic of study and then are asked to sort-order (Q sort) these statements based on their own perspectives, opinions and interests [7]. Since it has been assumed that small number of items can be found in the extremes,
using of a quasi-normal sorting sheet (bell-shaped diagram) has been suggested to induce the participants to sort statements systematically [8, 9]. Figure 1 shows an example of such a Q-sorting sheet. Statements of a Q set can be gathered from different sources; direct quotes and themes from interviews with stakeholders, academic literature or even a ready-made Q set from previous studies can be used in conducting a Q research [10]. Then the result of the sorting from each participant is recorded. These Q-sorts form the Q-sorting matrix which is the start point for the data analysis. Every column in this matrix represents one participant and every row represents one statement. Numbers in the matrix contains the scores for each statement agreed by the participants.

Data analysis is a four-step process: correlation, factor analysis, factor rotation and finally the computation of factor scores (Z-scores) and ranks. First, the correlation matrix of all Q sorts (columns) is calculated [12]. The correlation matrix is a symmetric matrix which represents the level of similarity or dis similarity between the participants' sorts. Second, a factor extraction method, for example Principle Component Analysis (PCA) or Centroid Factor Analysis, is used to identify the main factors among the Q-sorting matrix. In this study, PCA method was used since it provides us with eigenvalue (EV) of each factor which shows the level of importance of each factor [13]. All of the factors with eigenvalues greater than 1 are chosen for factor rotation. Eigenvalue<1 means that less than one participant is agree with that factor; and hence those factors are negligible. Third, the extracted factors (EV≥1) are rotated by means of the Varimax Rotation function. In practice, the varimax rotation doesn't change the factors; it only changes the coordinates in order to produce more meaningful factors i.e. the varimax function rotates the orthogonal coordinate system while any given Q sort reaches to a high loading on one of the extracted factors and a near-zero loading on the remaining factors. This process increases the total explained variance (Var). The fourth step is calculating the Z-scores and re-sorting the statements in each factor. Z-scores indicates that to what extend each statement is important in each of the rotated factors. Watts and Stenner [12] explain the detail and step by step process of data analysis. Also, Barry and Proops [14] have listed the useful sources on Q Methodology. Donner [15] explains the procedure for conducting Q studies.

2- Research aim, questions and methodology
As mentioned above, the aim of Q methodology is to reveal the existing viewpoints about a topic and to understand and compare them. Hence, it is used “to identify a typology, not to test the typology's proportional distribution within the larger population” [16, p.501]. Therefore, small number of participants and perhaps even a single individual doesn’t bias Q methodology [12, 14]. Probably this is why, after more than 75 years of developing Q methodology, there is not a clear-cut rule suggested by pioneers of Q in order to guide researchers in decision making about the participant numbers. Different and sometimes inconsistent suggestions have been made in previous studies [8].

This research aims to clarify the relationship between five variables. These variables are number of statements (NS), number of participants (NP), total explained variance (Var), number of factors (NF), and finally a forgotten variable in literature that directly influences NF and can be represented by “Kendall’s coefficient of concordance” or “average Spearman correlation” between Q sorts (ρ). In this study, NF was assumed as dependant variable of these four independent variables; NS, NP, Var and ρ.

Spearman correlation for rank data or Spearman’s rho measures the statistical dependence between two variables (in Q methodology, Q sorts are variables). Selection of Spearman correlation instead of Pearson correlation can be justified by considering the fact that the Spearman’s rho is less sensitive to strong outliers than the Pearson correlation. Also it calculates the correlation between the ‘ranked variables’ of the origin data which is more
compliant with the ranking nature of the data in Q methodology. Spearman's rho gives +1 when two 'ranked variables' are completely same (even when the origin data are not) [17]. The first question that may arise here is that, in addition to NS, NP and Var, how Spearman's rho of Q sorts can change NF? This research addresses this question using the data generated by Matlab programming language. It is obvious that the clarifying the relationship between five above mentioned variables in Q methodology can provide Q-researchers with a solid background in designing a better research plan. Particularly, finding this relationship can guide researchers in estimating the number of participants. This paper addresses the following questions:

1- Does average Spearman's rho of Q sorts have impact on the number of extracted factors?
2- How is the relationship between independent variables (NS, NP, Var, $\rho$) and dependant variable (NF)? And;
3- Drawing upon this relationship, what suggestions can be made to make a better decision about the number of participants (NP) in a Q study?

In order to generate the required data in addressing the above questions, a Matlab program was written. This program takes 4 independent parameters (NS, NP, Var, $\rho$) as input and by using the Q-Factor analysis, calculates NF as output. Results of this program were evaluated with the results of PQ Method software (version 2.32). 11400 samples $(15 \times 19 \times 5 \times 8)$ were generated by altering four independent parameters as follows: 15 for NS $(10, 20, ..., 150)$, 19 for NP $(10, 15, ..., 100)$, 5 for Var $(0.1, 0.3, ..., 0.9)$ and 8 for $\rho$ $(0.1, 0.2, ..., 0.8)$. Each sample is the average of 50 same calculations. The generated data in Matlab then was exported to SPSS for regression analysis. Since both linear and non-linear regressions didn't produce an acceptable $R^2$ value (see section 4), the data was exported to Matlab's Neural Network Toolbox to compute a non-linear fitting equation for the sample data.

An Artificial Neural Network (ANN) or simply Neural Network (NN) is an intelligent computational model that simulate the information processing of the human brains [18]. The first works on this field were published by McCulloch and Pitts [19] and Hebb [20] that introduced a biological model of the brain function. This method is being used widely in different disciplines since it enables researchers to recognise a pattern or to approximate a function on a set of input and output data without having the explicit rules between them [21].

3- Is Spearman’s $\rho$ a significant variable? (Research question 1)

Table 1 shows the correlation coefficients between five variables. As expected, there is no statistically significant correlation between any two of four independent variables. But, all of these variables are significantly correlated with NF as dependant variable. Both Kendall’s tau-b and Spearman tests detected this significance too. Increases in NP, NS and Var will increase NF (Pearson$>0$) and increases in $\rho$ will decrease NF (Pearson$<0$). This means, if the average Spearman’s rho of all Q sorts increases, the total number of extracted factors for constant values of NP, NS and Var would decrease.

Figure 2 shows the relationship between NF and four independent variables in some part of the generated data. Figure 2a illustrates the relationship between $\rho$ and NF when NS=$50$, NP=20, 30, 40, 50 and Var=$0.50$. It is obvious from this figure that the increase of average Spearman correlation of Q sorts is accompanied by a decrease in NF. Although involving more participants in the research (NP) produces more factors in the left part of the chart ($\rho<0.5$), it doesn’t have a significant impact on NF when $\rho>0.5$. In practice, in a Q Methodological research, we will usually be in the left half side of the figure 2a. Because $\rho>0.5$ means that the Q-sample has not been prepared appropriately and has not had

<table>
<thead>
<tr>
<th>Variable</th>
<th>test</th>
<th>NF</th>
<th>$\rho$</th>
<th>Var</th>
<th>NS</th>
<th>NP</th>
</tr>
</thead>
<tbody>
<tr>
<td>NF</td>
<td>Pearson Correlation Sig. (2-tailed)</td>
<td>1</td>
<td>-0.315</td>
<td>0.667</td>
<td>0.220</td>
<td>0.209</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>Pearson Correlation Sig. (2-tailed)</td>
<td>0.315</td>
<td>1</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Var</td>
<td>Pearson Correlation Sig. (2-tailed)</td>
<td>0.667</td>
<td>0.000</td>
<td>1</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NS</td>
<td>Pearson Correlation Sig. (2-tailed)</td>
<td>0.220</td>
<td>0.000</td>
<td>0.000</td>
<td>1</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NP</td>
<td>Pearson Correlation Sig. (2-tailed)</td>
<td>0.209</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**. Correlation is significant at the 0.01 level (2-tailed), N=11400
challenging statements for participants; which is not the case in Q Methodology. It has been strongly suggested by pioneer scholars that researcher should avoid the statements which everyone (or no one) in the participant list likely to agree or disagree with [15]. In the next sections we will see that ρ of different studies is usually between 0.20 and 0.50. One simple function that can fit the diagrams in figure 2a is an exponentially decreasing function.

Although figure 2a clearly answers the first research question, an example can further clarify the issue. Suppose that we have a constant number of statements (NS), sorted by two groups of participants with the same size (NP₁ = NP₂), and we are looking for the number of factors (NF) explaining the constant variance of the study (Var₁=Var₂). Although impossible in reality, assume that all of the individuals in the first group have sorted the statement in the same order (average Spearman’s rho=1), and all participants in second group have sorted the statement with different orders with each other (average Spearman’s rho<1). Hence, the analysis of Q sorts of the first group will extract only one factor even when the required explained variance is equal to 100%. But the same analysis for the Q sorts in the second group will extract more than one factor. Thus, there is a significant relationship between ‘average Spearman’s rho’ of Q sorts and NF.

The relationships between NF and NP and also between NF and NS (Var=50% and ρ=0.2) have been shown in figures 2b and 2c respectively. As seen from these figures, increasing the number of statements or participants will increase the number of the extracted factors for a constant Var (explained variance). In both charts, relationship is a non-linear equation that can be fitted by a natural logarithmic function with R²>0.9. For example, the bottommost diagram (NS=30) in figure2b can be fitted by NF=1.362Ln(NP)-0.802 (R²>0.99). Similarly the uppermost diagram in figure 2c can be fitted by NF=3.094Ln(NS)-5.709 (R²>0.99).

Figure 2d highlights the significant role that explained variance (Var) plays in the number of extracted factors. Each diagram in this figure can be fitted by an exponential function. Hence, deciding to increase the explained variance, will hastily increase the required factors. This figure also makes the sense that why the previous researchers suggest to limit the total explained variance to 50%.

4- How is the relationship between different variables? (Research question 2)
There is significant and non-linear relationship between NF and four independent variables. This can be seen in all plots in figure 2. Therefore, finding a linear equation which properly can fit all of the sample data will not be possible. Linear regression analysis by SPSS software confirms this statement by giving the R²<0.64. On the other hand, doing a good non-linear regression (with R² near to 1) requires a strong knowledge of the behaviour of each independent variables on the dependant variable as well as the behaviour of each
independent variable on the other independent variables. As shown in Table 1, the correlation between independent variables are zero in this study. Hence it would be sufficient to consider only the behaviour of four independent variables on NF. As discussed above, the relationship between NF and two independent variables in Figures 2a and 2d (ρ and Var) is exponential. Also the relationship between NF and both NS and NP (figures 2b and 2c) is natural logarithmic. Hence, instead of using the values of the independent variables, their corresponding non-linear function were defined and the obtained values were used as independent variables in SPSS to reflect these non-linear relationships. Although the obtained non-linear regression function is better than the linear function, it cannot be used for predicting the number of factors in the future works. Because not only it again didn’t reach to an acceptable correlation with the sample data (R²=0.678), but also unclear distribution of the error cannot guaranty that even the function could predict an acceptable and sensible value for NF in a particular study. As an example, sometimes it predicts minus amount for NF (see figure 4). Although combination of all eight variables, which had been used in linear and non-linear regression increased the R² value to 0.723, still the issues of unclear distribution of error and small R-squared exist. Hence, the Neural Network method was used to find a better equation that can be fitted to the sample data.

A biological neural network consists of a set of interconnected group of neurons that are used in developing an ANN. Each input or output variable in the data set is modelled by a neuron which sometimes is called “unit”. Each unit can take one or more inputs, but it produces only one output. These variables form the “input layer” and “output layer”. In fact the “input layer” indicates the information given to a human brain and “output layer” represents the commands that the brain sends out. In order to simulate the functional aspects of the brain in producing the output(s) from input data, another layer(s), known as “hidden layer(s)”, is used. The input layer usually is shown by “Layer 0”. This numbering continues until the output layers receives the name of “Layer N”, where N is the number of the layers in the hidden area added by one. Adding more layers (multi-hidden layer) in hidden area can be beneficial when there is strong non-linear relationship between the input and output data that was not the case in our study. In this study we use N=2 (only one hidden layer in hidden area) because we could find an average linear relationship between the input and output variables by linear regression. Also combination of linear and non-linear regressions increased the R² value which means that there is not strong non-linear relationship between the input and output variables. The collection of the neurons and their connections is known as Neural Network Architecture (NNA). Various types of NNAs can be found for a given set of input, output and hidden neurons. In this study, the ‘feed-forward network’ was used. In a feed-forward network each neurons gets its value only from the neurons in the previous layer. Each link (arrow) in the network architecture represents the weight of influence of one neuron in the start of the arrow on the neuron which arrow ends.

Figure 3 shows the Network Architecture used in this study. Input layer consists of four variables (NR, NS, Var, W); output layer has only one variable (NF) and the hidden layer comprises 15 hidden neurons, H1, H2, ..., H15 (intermediate variables). The selection of fifteen hidden neurons in this study which is a large number in comparison to other studies can be justified by considering the need of the research to accurate prediction². It should be

![Figure 3: the Neural Network Architecture (NNA) used in this study](image-url)
mentioned that although neural network approach is able in predicting the output from the input data, it doesn't give a clear explanation of the relationship and this why sometimes this method has been classified within the “black box” category methods [23]. Structural and functional properties of the neurons in the hidden layer(s) are same with the neurons in both input and output layers. As mentioned above, each neuron in our study (in input, output or hidden layer) receives its value only from the neurons in the lower layer. In order to calculate the value for \( i \)th neuron in layer \( p \), the perceptron function is used as below:

\[
N(i, p) = f \left( \sum_{j=1}^{m} w_j \cdot N(j, p-1) + b(i, p) \right) \tag{eq. 1}
\]

Where:
- \( m \): number of the neurons in layer \( p-1 \),
- \( w_j \): weight of \( j \)th neuron in layer \( p-1 \) on neuron \( N_i \) in layer \( p \),
- \( N(j, p-1) \): value of \( j \)th neuron in layer \( p-1 \), and
- \( b(i, p) \): bias value of neuron \( i \) in layer \( p \).

The function \( f(x) \) is known as transfer or activation function. There are different functions that can be used as transfer function (known as sigmoid functions), but according to literature [24, 25], \( \tanh(x) \), shown in equation 2 is often the best choice.

\[
f (x) = \tanh(x) = \frac{2}{1 + e^{-2x}} - 1 \tag{eq. 2}
\]

Since the output of the transfer function is a number between -1 and +1, in the first step of the calculation, it is required to scale the values of the input and output neurons in this range to overcome the problem of different magnitudes and units among the variables. Then, computation of the values start from the neurons in the input layer (with the scaled value) by giving the random weights to all arrows in the network architecture (like a new-born baby’s brain). The result of this process (from input layer to hidden layer and then from hidden layer to output layer) is the first predicted output matrix which has the same size with the expected output. In the next step, the “backward propagation of errors” algorithm, or simply ‘backpropagation’ is used to minimise differences between the expected and predicted matrixes by adjusting the weights (training process) [26]. Mean Squared Error (MSE) function is usually used to compare the consistency between two matrixes. This process continues until the error function reach to minimum amount [27]. The general equation used in this study is:

\[
Y = OB + OW \times \tanh \left( IB + IW \times X \right) \tag{eq. 3}
\]

By using the Matlab Neural Network Fitting Tool and doing some algebra, the following non-linear multivariate regression equation was extracted:

\[
NF = -3.898 + (-15.701) \times \tanh \left( \frac{209}{7} \right) \times \left( \frac{105}{4} \right) \times \left( \frac{80}{70} \right) \times \left( \frac{55}{45} \right) \tag{eq. 4}
\]

Figure 4 shows the excellent consistency between expected and predicted output and compares it with the results of linear and non-linear regressions. It can be concluded that by having four independent variables in hand, the number of factors can be predicted. This equation has been used in the next section to find \( \rho \) from known values of \( NS, NP, NF \) and \( Var \).
This section aims to make some applicable recommendations for deciding about the number of participants. In order to support and compare our suggestions with the reality, 37 peer-reviewed Q studies were reviewed and analysed. Equation 4 was used in order for finding the average Spearman $\rho$ in different studies by coding the Bolzano’s Theorem [28, p.216] in Matlab. 51 peer reviewed articles were chosen randomly. 13 articles that had not stated the explained variance or eigenvalues of the factors were excluded from the analysis. Four articles had mixed the standard Q Methodology with other methods that were removed from the list. 34 Articles remained for analysis [11, 29-60]. Three transport related Q studies were added in later for comparison purposes [13, 61, 62]. Results show that the average Spearman’s $\rho$ changes from 0.03 [41] to 0.70 [58]. This means that the topic under investigation is an important factor that directly influences the average Spearman’s $\rho$ of the Q-sorts and consequently changes the number of factors (NF) and explained variance (Var).

Although changes in a wide range (from 0.03 to 0.70), as shown in figure 5, in 25 (out of 37) article it sits between 0.2 and 0.50. Average $\rho$ between all articles is 0.35 ($\sigma=0.15$). Drawing upon the value of standard deviation of $\rho$ in 37 articles ($\sigma=0.15$), we classified these articles into four groups as shown in figure 5.

Table 2 shows the average of three independent variables in four defined ranges. As expected, total explained variance increases alongside $\rho$. Except reference [11], all articles in range A have not reached to the acceptable Var=50% even by recruiting a small number of participants. It can be concluded that, in range A, in addition to small number of participants, researchers should reduce the statements as many as possible to conduct a more focused research study in

![Figure 4: regression coefficients between expected and predicted NF in different methods (N=11400)](image)

5- Suggestions for Q researchers (Research question 3)

![Figure 5: Spearman’s $\rho$ value in different Q studies](image)
order to be able to explain at least 50% of the variance by a reasonable number of factors. It also will be beneficial for researcher double check the clarity and unambiguity of the statements. Furthermore, as we know, Spearman correlation between two randomly generated data is near to zero. In Q context, this means that there are many diverse opinions on the topic. Hence, when $0<p<0.20$, it is strongly recommended to validate the results of the study with the results of another semi-quantitative method such as Framework Analysis method [63] or Classical Content Analysis [64] in order to enhance the reliability of the results by scientifically rejecting that participants have not read statements carefully or have not spent sufficient time in Q sorting process. Because even when we ask participants to sort the statements without reading them, we can extract some factors with different eigenvalues greater than 1. That is why Horn introduced the parallel analysis test for deciding about the number of factors in factor analysis [65].

In contrast, articles in range D explain higher amount of variance (averagely 74%). Studies in this range allow researcher to have more statements and recruit more participants to explain an acceptable amount of the variance by small number of factors. Results of the studies in range D are reliable and do not need to be validated by the results of other methods. The only concern for the studies in this range is that in some studies a considerable number of statements are not challenging for participants and hence are not useful for researcher. This issue increases the explained variance deceptively. As an example, although reference [58] does not discuss about the sorting sheet and factor arrays, by using the given Z-scores, it can be calculated that more than 40 percent of the statements in Q sample have been agreed or disagreed with all of the supporters of two extracted factors that is a bit large number even for two factor solution. It should be mentioned again that Q methodology is not a confirmatory method for hypothesis testing. Rather it is a systematic approach for generating typology of attitudes. Hence, researcher should avoid those statements that are likely to be agreed or disagreed with all of the participants. Ranges ‘B’ and ‘C’ have intermediate situations in comparison to ranges ‘A’ and ‘D’. Studies in range ‘B’ are usually about a challenging issue. Similarly to range ‘A’, we suggest that the results of Q method for studies in range ‘B’ should be validated by the results of another qualitative or quantitative method. Results of the studies in range ‘C’ have acceptable reliability. This does not mean that the Spearman’s rho is the only criteria for testing the reliability of a given study. The assumption here is that researchers in this range have used unambiguous statements that only few of them have been accepted or rejected by all (or near to all) of the participants. Table 3 shows the number of required participants to explain at least 50% of the variance by 3, 4 and 5 factor solutions.

### 6- Conclusions

Q methodology is an approach for data reduction as well as data clustering. Regarding the data reduction, it is desired to draw the conclusion from most of the available data and consequently to ignore as little data as possible, therefore increasing the explained variance (Var) is one of the desired aims. Most of the literature has suggested to consider $\text{Var}=50\%$ as the minimum acceptable amount which is followed in this work. On the other hand, Q as a data clustering method aims at finding a reasonable number of attitudes (factors) among the participants. The literature showed that 3, 4 or 5 factor solutions are the best choices. The more factors the smaller eigenvalue of each factor i.e. all of extracted factors are not supported by a considerable percent of participants. However, these two characteristics (Q as data reduction / clustering method) do not work in the same way i.e. increasing the number of factors reduces the explained variance of the study.

### Table 3: number of participants to explain 50% of variance

<table>
<thead>
<tr>
<th>Range</th>
<th>0.10&lt;p&lt;0.20</th>
<th>0.20&lt;p&lt;0.35</th>
<th>0.35&lt;p&lt;0.50</th>
<th>0.50&lt;p&lt;0.70</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>p</td>
<td>p</td>
<td>p</td>
<td>p</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>25</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td>25</td>
<td>11-25</td>
<td>35</td>
<td>45</td>
<td>65</td>
</tr>
<tr>
<td>30</td>
<td>8-19</td>
<td>45</td>
<td>68-100</td>
<td>70</td>
</tr>
<tr>
<td>40</td>
<td>6-12</td>
<td>65</td>
<td>8-24</td>
<td>70</td>
</tr>
<tr>
<td>50</td>
<td>10-36</td>
<td>50</td>
<td>32-100</td>
<td>70</td>
</tr>
<tr>
<td>65</td>
<td>24-48</td>
<td>70</td>
<td>44-100</td>
<td>75</td>
</tr>
</tbody>
</table>
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This study does not support the previous studies which claim that the number of participants in a Q study must be less than the number of statements. In fact small numbers of participants could be a concern when researchers were interested to extract ‘NP+1’th factor which is not the case in Q methodology since it is a data clustering-reduction method. We believe that as long as researchers can explain an acceptable amount of the variance by a reasonable number of factors, increasing the number of participants can increase the reliability of the research. Because the factors of a Q study revealed from a small number of participants is more sensitive to change by adding another participant to the P-set. Q methodology can be used by small number of participants, however, it does not mean that it is not suitable to be used by large number of participants.

It has been found that there is no clear cut rule to calculate the number of participants since it depends on other variables including NS, Var, expected or desired NF, and the level of consensus between participants about the topic (ρ). Hence, the best suggestion for each research study, with respect to the number of participants, can be made by its researcher. Unfortunately it is not possible to calculate the exact value of ρ before Q sort phase is completed. However, we suggest that researchers can estimate this parameter by considering the materials used for generating the Q set, e.g. interviews and focus group. A simple bell shape sorting chart (maximum 5 columns) can be used to predict the sorting of some percent of participants in a way that the average of Spearman correlation between these ranking data can be used as an estimation for ρ which can be used in determining the number of participants.

Endnote

i Free software, available online at http://schmolck.userweb.mwn.de/qmethod/#PQMethod
ii One of the main differences between artificial neural network and brain is related to intelligence issue. Adding more neurons in ANN increases the intelligence of model. But this doesn’t necessarily mean that larger brains are more intelligent [22] Roth, G. and U. Dicke, Evolution of the brain and intelligence. Trends in Cognitive Sciences, 2005. 9(5): p. 250-257.
iii It was possible to estimate the explained variance in some of the excluded articles from the loading coefficients of the Q sorts in each factor. But because this could enter a small error (because of using the rounded numbers) in the results, it was preferred to only analyse those articles that had directly mentioned the explained variance of their studies.
iv Also NF>5 will limit the ability of the researcher in rich interpretation about each factor. This is why Brown [1, p.223] suggests to use ‘magic number seven’ of un-rotated factors. Because after doing a factor rotation a few number of the factors will be removed from the final interpretation. Also, this recommendation has been actioned by developers of the most popular software in the field, PQ Method.
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